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the ability to craft, tell, understand, and affectively 
respond to stories
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For sale: baby shoes. Never worn.
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John entered the restaurant and ordered food. He looked 
across the room and saw an old friend, Sally. They put 
their tables together. Later that evening, John and Sally 
paid and left together.



Story generation
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With sweaty palms and heart racing, John drove to Sally's house for their first date. Sally, 
her pretty white dress flowing in the wind, carefully entered John's car. John and Sally 
drove to the movie theater. John and Sally parked the car in the parking lot. Wanting to 
feel prepared, John had already bought tickets to the movie in advance. A pale-faced 
usher stood before the door; John showed the tickets and the couple entered. Sally was 
thirsty so John hurried to buy drinks before the movie started. John and Sally found two 
good seats near the back. John sat down and raised the arm rest so that he and Sally 
could snuggle. John paid more attention to Sally while the movie rolled and nervously 
sipped his drink. Finally working up the courage to do so, John extended his arm to 
embrace Sally. He was relieved and ecstatic to feel her move closer to him in response. 
Sally stood up to use the restroom during the movie, smiling coyly at John before that 
exit. John and Sally also held hands throughout the movie, even though John's hands 
were sweaty. John and Sally slowly got up from their seats. Still holding hands, John 
walked Sally back to his car through the maze of people all scurrying out of the theater. 
The bright sunshine temporarily blinded John as he opened the doors and held them for 
Sally as they left the dark theater and stepped back out onto the street. John let go of 
Sally's hand and opened the passenger side door of his car for her but instead of 
entering the car, she stepped forward, embraced him, and gave him a large kiss. John 
drove Sally back to her home.

Li, Lee-Urban, Johnston & Riedl. AAAI 2013 Conference.
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Source:  
Washington Post



Explanation
• Experts’ explanations are stories 

• End users seem to prefer these
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Machine enculturation
• Human cultural values are implicitly encoded in stories 

told by members of a culture  

• Mine social conventions from stories 

• Act consistently with learned social conventions
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Peng & Riedl. arXiv:2001.08764 
Frazier & Riedl. arXiv:1912.03553  
Harrison & Riedl. AIIDE 2016 Conference

https://arxiv.org/abs/1912.03553
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Automated story generation
• Stories are everywhere—entertainment, education, 

everyday conversation

• Means by which we share experiences, create rapport, 
generate affect

• Planning with language; communicative intent; language 
understanding; sociocultural & commonsense 
knowledge; theory of mind

• Creative evaluative task
9



Can computers tell stories?

10

Grimes, c. 1960sGrimes, c. 1960s

Talespin, Meehan, 1975

Generative  
grammar

Planning with 
scripts/schemas
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Narratives as plans
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• Creative writing is a problem-solving activity

• Planning: find a sequence of actions that transforms the 
initial state into a state in which the goal situation holds

• Actions have logical causal constraints  
– Pre-conditions 
– Post-conditions

Wolf Eats Granny

Granny is  
alive

Wolf is  
alive

Granny is  
eaten

(define (action eat) 
  :parameters (?monster ?victim) 
  :constraints ((monster ?monster) (person ?victim)) 
  :precondition ((knows ?monster ?victim)  
                 (alive ?monster) (alive ?victim) 
                 (:not (eaten ?victim))  
                 (:not (asleep ?monster))  
                 (:neq ?monster ?victim)) 
 :effect ((eaten ?victim) (in ?victim ?monster)  
          (full ?monster)))

Granny is  
not eaten

Granny is  
in Wolf
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Riedl & Young. Journal of AI Research, 2010.
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Appear-Threatening (Genie, Aladdin, Castle)

Slay (Aladdin, Genie, Castle)

Summon (Vizier, Genie, Lamp, Castle)

at (Genie, Castle)
controls (Vizier, Genie)

at (Genie, Castle)

at (Genie, Castle)

Command (Vizier, Genie, loves(Jasmine, Vizier))

Marry (Vizier, Jasmine, Castle)

Love-Spell (Genie, Jasmine, Castle)

loves (Jasmine, Vizier)

Order (Vizier, Aladdin, has(Vizier, Lamp))

Give (Aladdin, Lamp, Vizier, Castle)

has (Vizier, Lamp)

Pillage (Aladdin, Lamp, Dragon, Mountain)

has (Aladdin, Lamp)

Slay (Aladdin, Dragon, Mountain)

~alive (Dragon)

Travel (Aladdin, Castle, Mountain)

at (Aladdin, Mountain)

at (Aladdin, Mountain)

at (Aladdin, Mountain)

at (Aladdin, Castle)

at (Aladdin, Castle)

Travel (Aladdin, Mountain, Castle)

at (Aladdin, Castle)

Falls-in-Love (Vizier, Jasmine, Castle)

loves (King, Jasmine)

Riedl & Young. Journal of AI Research, 2010.
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      There is a woman named Jasmine. There is a vizier named Jafar.  This is a story 
about how Jafar becomes married to Jasmine.  There is a magic genie.  This is also a 
story about how the genie dies. 
      There is a magic lamp.  There is a dragon.  The dragon has the magic lamp.  The 
genie is confined within the magic lamp.   
      Jafar is not married.  Jasmine is very beautiful.  Jafar sees Jasmine and instantly 
falls in love with her.  Jafar wants to marry Jasmine.  There is a brave knight named 
Aladdin.  Aladdin is loyal to the death to Jafar.  Jafar orders Aladdin to get the magic 
lamp for him.  Aladdin wants Jafar to have the magic lamp.  Aladdin travels from the 
castle to the mountains.  Aladdin slays the dragon.  The dragon is dead.  Aladdin takes 
the magic lamp from the dead body of the dragon.  Aladdin travels from the mountains 
to the castle.  Aladdin hands the magic lamp to Jafar.  The genie is in the magic lamp.  
Jafar rubs the magic lamp and summons the genie out of it.  The genie is not confined 
within the magic lamp.  Jafar controls the genie with the magic lamp.  Jafar uses the 
magic lamp to command the genie to make Jasmine love him.  The genie wants 
Jasmine to be in love with Jafar.  The genie casts a spell on Jasmine making her fall in 
love with Jafar.  Jasmine is madly in love with Jafar.  Jasmine wants to marry Jafar.  The 
genie has a frightening appearance.  The genie appears threatening to Aladdin.  
Aladdin wants the genie to die.  Aladdin slays the genie.  Jafar and Jasmine wed in an 
extravagant ceremony.   
      The genie is dead.  King Jafar and Jasmine are married.  The end.

Riedl & Young. Journal of AI Research, 2010.
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Observations
• Planning is forward-looking toward a desired outcome

• Stories generated by planners are logically coherent

• World dynamics (“rules” of the story world) must be pre-
defined

• Does the creativity lie with the system or with the 
knowledge engineer?

17
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Learning machines
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Open story generation
• Story generation is knowledge-intensive and overly reliant 

on micro-worlds 

• Generate a story about any topic?
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Turn to common knowledge
• Humans rely on a lifetime of experiences from which to 

explain stories, tell stories, or act in the real-world

• Learn sociocultural scripts

• Generate new stories that apply those scripts

21
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Li, Lee-Urban, Johnston & Riedl. AAAI 2013 Conference.
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Li, Lee-Urban, Johnston & Riedl. AAAI 2013 Conference.
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choose 
restaurant

drive to 
restaurant

walk/go into restaurant

read menu

choose menu 
item

wait in line

drive to drive-thru

take out wallet place order

pay for food

wait for food

drive to window

get food

find table

sit down

eat food

clear 
trash

leave 
restaurant

drive 
home

Fast food 
restaurant
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arrive at theatre

wait for ticket

go to ticket 
booth

buy tickets

choose movie

go to concession stand

order popcorn / soda show tickets

buy popcorn

enter theatre

find seats

turn off 
cellphone sit down

eat popcorn watch movie

hold handsuse 
bathroom discard trash

talk about 
movie

leave movie

drive home

kiss

Going on a 
date to the 

movies
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Li, Thakkar, Wang & Riedl. ICIDS 2014 Conference.

With sweaty palms and heart racing, John drove to Sally's house for their first date. Sally, 
her pretty white dress flowing in the wind, carefully entered John's car. John and Sally 
drove to the movie theater. John and Sally parked the car in the parking lot. Wanting to 
feel prepared, John had already bought tickets to the movie in advance. A pale-faced 
usher stood before the door; John showed the tickets and the couple entered. Sally was 
thirsty so John hurried to buy drinks before the movie started. John and Sally found two 
good seats near the back. John sat down and raised the arm rest so that he and Sally 
could snuggle. John paid more attention to Sally while the movie rolled and nervously 
sipped his drink. Finally working up the courage to do so, John extended his arm to 
embrace Sally. He was relieved and ecstatic to feel her move closer to him in response. 
Sally stood up to use the restroom during the movie, smiling coyly at John before that 
exit. John and Sally also held hands throughout the movie, even though John's hands 
were sweaty. John and Sally slowly got up from their seats. Still holding hands, John 
walked Sally back to his car through the maze of people all scurrying out of the theater. 
The bright sunshine temporarily blinded John as he opened the doors and held them for 
Sally as they left the dark theater and stepped back out onto the street. John let go of 
Sally's hand and opened the passenger side door of his car for her but instead of 
entering the car, she stepped forward, embraced him, and gave him a large kiss. John 
drove Sally back to her home.
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Observations
• Novel combinations with decent coherence

• Requires crowdsourced stories

• Scalability is limited: one plot graph per story topic
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Deep Learning



Corpora in the wild

29



• Learn everything by reading a corpus of stories

Corpora in the wild

29



• Learn everything by reading a corpus of stories

• Neural language models 
– Pr(wordn | wordn-k, … wordn-2, wordn-1; θ)

Corpora in the wild

29



• Learn everything by reading a corpus of stories

• Neural language models 
– Pr(wordn | wordn-k, … wordn-2, wordn-1; θ)

• Recurrent neural networks

Corpora in the wild

29



• Learn everything by reading a corpus of stories

• Neural language models 
– Pr(wordn | wordn-k, … wordn-2, wordn-1; θ)

• Recurrent neural networks

• Transformers  
– GPT, OPT, LaMDA, PaLM, etc.

Corpora in the wild
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Martin et al. AAAI 2018 Conference.

Language 
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The hungry dog licked her lips as she watched her owner eat.
She could see the white teeth in his jaw, then moving behind his right 
ear.  

The hunter picked up his sword, directing the dogs in a cloud of 
mutterings. "Did you just feed a dog?" she demanded, suddenly even 
more agitated than before. 

"Yes." Jack's voice was rough, and he hated that word. His face was 
tight and angry. "She has killed something important to us, and now 
the house is filled with blood. It makes me sad. She is one of the most 
dangerous wolves I have ever met, and if she bites me she will lose." 

John shrugged. "Well, it's not your fault," he said. 

(GPT-2 and beyond)
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Controllability
• Sampling from Pr(tokn | tokn-1, tokn-2, …; θ) is uncontrolled 

generation

• Backward-looking: generate the next sequence of tokens 
based on what has come before

• Story generation needs to be forward looking:  
– Make choices based on how to achieve some communicative 

intent

32



Goal-driven coherence
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Meet	

Unrequited	

Marry	

Admire	

Discovery	

Understanding	



Fine-tuning on goals
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to goal?

Back-propagate 
loss

Language  
Model
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Find
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Kill
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Drive
Fly

Alabdulkarim et al. arXiv:2112.08593  
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Tambwekar et al. IJCAI 2019 Conference.
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Alabdulkarim et al. arXiv:2112.08593  

Tambwekar et al. IJCAI 2019 Conference.

loss ∝ distance to goal
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Reward shaping
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Cluster 1

Cluster 2

Cluster 3

Alabdulkarim et al. arXiv:2112.08593  

Tambwekar et al. IJCAI 2019 Conference.

loss ∝ distance to goal

Reward for moving 
to next lower cluster
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Our model
Baseline

Goal achievement rate: > 93%

Perplexity: ~45.0 —> ~7.0

Tambwekar et al. IJCAI 2019 Conference.
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The tobacco company Hadara creates a form of super tobacco, 
which in turn is inhabited by a form of super tobacco beetle, which 
survive the cigarette processing and whose eggs are contained in 
the smoke of these killer cigarettes, presumably called brand Alex. 
Cameron, acknowledges the smoking man as being Alex. Morgan, 
the man confirms that he and his partner are actually doing the 
same thing. Bailey and Blake look down at the dead man, reply that 
they had better go. Alex seeing Cameron dead but doors closing.

Goal: discovery
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• Probabilistic sampling is backward looking and struggles 

with coherence

• Fine-tune language models to emulate forward-looking 
behavior

• Coherence is improved by not guaranteed
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Narrative coherence
• Latent state in a neural network is probably not the same 

as the human reader’s understanding of the state of the 
story world

• No requirement that the next event be related in a way 
that human readers understand

41
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The hungry dog licked her lips as she watched her owner eat.
She could see the white teeth in his jaw, then moving behind his right 
ear.  

The hunter picked up his sword, directing the dogs in a cloud of 
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The hungry dog licked her lips as she watched her owner eat.
She could see the white teeth in his jaw, then moving behind his right 
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The hunter picked up his sword, directing the dogs in a cloud of 
mutterings. "Did you just feed a dog?" she demanded, suddenly even 
more agitated than before. 

"Yes." Jack's voice was rough, and he hated that word. His face was 
tight and angry. "She has killed something important to us, and now 
the house is filled with blood. It makes me sad. She is one of the most 
dangerous wolves I have ever met, and if she bites me she will lose." 

John shrugged. "Well, it's not your fault," he said. 

dog
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Cognitive science
• Readers build mental models of  

the underlying fictional world

• Readers track…

• Causal enablement 
– What previous events occurred that  

were necessary for the current event?

• Character goals 
– What is each character trying to accomplish 

and how does their current actions fit?
43



Neuro-symbolic story generation
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Lara Martin. Dissertation.



Neuro-symbolic story generation
• Track a latent neural state and 

a symbolic “reader model” 
(graph) 

• Use reader model to inform 
story continuations

44

Lara Martin. Dissertation.



The hungry dog licked her lips as she watched her owner eat.
She could see the white teeth in his jaw, then moving behind his  
right ear. 

The hunter picked up his sword, directing the dogs in a cloud of  
mutterings. "Did you just feed a dog?" she demanded, suddenly  
even more agitated than before. 

"Yes." Jack's voice was rough, and he hated that word. His face  
was tight and angry. "She has killed something important to us,  
and now the house is filled with blood. It makes me sad.
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• Story generation as a lens to core AI challenges 

– Planning with language 
– Knowledge representation/reasoning 
– Commonsense reasoning 
– Theory of mind  
– Grounding language in action

• Story generation seeks working systems 
– It is clear when our systems don’t understand something 
– Understanding as measured by ability to use knowledge
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• Neuro-symbolic: reconcile the strengths of multiple 
approaches
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Concluding thoughts
• Narrative intelligence is central to many of the things 

humans do on a day to day basis

• Computational narrative intelligence is a key capability 
that unlocks many practical, real-world applications

• Path to human-AI interaction runs through stories
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